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ABSTRACT
In recent years, many large directed networks such as online social

networks are collected with the help of powerful data engineering

and data storage techniques. Analyses of such networks attract sig-

nificant attention from both the academics and industries. However,

analyses of large directed networks are often time-consuming and

expensive because the complexities of a lot of graph algorithms

are often polynomial with the size of the graph. Hence, sampling

algorithms that can generate graphs preserving properties of origi-

nal graph are of great importance because they can speed up the

analysis process. We propose a promising framework to sample

directed graphs: Construct a sample graph with linearly rescaled

Joint Degree Matrix (JDM) and Degree Correlation Matrix (DCM).

Previous work shows that graphs with the same JDM and DCM

will have a range of very similar graph properties. We also conduct

experiments on real-world datasets to show that the numbers of

non-zero entries in JDM and DCM are quite small compared to

the number of edges and nodes. Adopting this framework, we pro-

pose a novel graph sampling algorithm that can provably preserves

in-degree and out-degree distributions, which are two most funda-

mental properties of a graph. We also prove the upper bound for

deviations in the joint degree distribution and degree correlation

distribution, which correspond to JDM and DCM. Besides, we prove

that the deviations in these distributions are negatively correlated

with the sparsity of the JDM and DCM. Considering that these two

matrices are always quite sparse, we believe that proposed algo-

rithm will have a better-than-theory performance on real-world

large directed networks.
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1 INTRODUCTION
Analysis of large directed networks has always been an important

topic in data science applications. Such analyses range from the

spread of COVID-19 [11], twitter fake account detection [7], to

automobile insurance fraud detection [30]. However, as researchers
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show more and more interest in the emerging large directed net-

works, their attempts to conduct analysis on the whole graph are

always hindered by unbearably long running time and running

cost because the time complexities of a lot of graph algorithms

are polynomial to the size of the graph. One solution is to create

a representative sample graph out of the large graph while pre-

serving important properties of the original graph such as degree

distributions, degree correlations, and clustering coefficients [20].

A number of graph sampling algorithms have been proposed in

the past. They can be classified into several categories [16, 27], such

as node sampling [1, 16, 29], edge sampling [2, 13], and exploration-

based sampling [5, 8–10, 15–19, 22, 24–26, 28, 32, 33]. However,

most of them depend on heuristics and thus can not guarantee

the performance (i.e., how the important properties are preserved).

There is a previous generation-based algorithm [12] which can

preserve in/out-degree distributions but its complexity is 𝑂 (𝑁 ∗ 𝐸)
(𝑁 : number of nodes, 𝐸: number of edges), making it impractical to

large directed networks.

Present Work. We propose a new framework of sampling

large directed graphs: Constructing a sample graph using linearly

rescaled JDM and DCM (Section 3.2). We show that the numbers

of non-zero entries in JDM and DCM calculated from large di-

rected network are always way smaller than the number of edges

or nodes (Section 4). This property gives algorithms that adopt this

framework great potential to be efficient because the constructing
process only involves in iterating each non-zero entry of JDM and

DCM. Additionally, previous work [31] shows that graphs with

the same JDM will have the same in-degree and out-degree dis-
tributions as the original graph and may share a lot of similar
properties of the original graph, for example, Dyad Census, Triad

Census, Shortest Path Distribution, Eigenvalues, Average Neighbor

Degrees, etc. Adopting this framework, we propose a sampling algo-

rithm that builds a simple directed graph with given JDM using the

D2K construction method showed in [31] (Section 3.2). We prove

that this algorithm can preserve degree distributions (Section 5)

and the deviation of distributions from the original graph has an

upper bound which is negatively correlated to the sparsity of the

joint degree matrix (Section 6).

2 RELATEDWORK
There are two lines of the past work that are related to our work.

2.1 Construction of Directed 2K Graphs (D2K)
The taxonomy of graph construction tasks: dK-series[6, 21, 23]

provides an elegant way to trade off accuracy (in terms of graph

properties) for complexity (in generating graph realizations). The

constructions of both directed and undirected dK-graphs are well
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understood (i.e., efficient algorithms and realizability conditions

are known) for 0K (graphs with prescribed number of vertices and

edges), 1K (graphs with a given degree distribution) and 2K (graphs

with a given joint degree matrix). In this taxonomy system, 𝑑 refers

to the dimension of the distribution. Specifically, the D2K algorithm

we use in our sampling algorithm constructs a graphG with a target

JDM A⊙ and a target DCM B⊙ .

2.2 Construction of Matrices with Line Sums
Matrices with prescribed row and column sum vectors have always

been an object of interest for mathematicians in the field of matrix

theory. A lot of work has been done including the construction

of these matrices and the necessary and sufficient conditions for

such construction [3, 4]. We use the graphical conditions and con-

struction algorithm from [4] as our building block of the sampling

algorithm. The matrix construction algorithm takes row and col-

umn sum vectors and the integer upper bound of each entry value,

𝑝 as inputs and gives a matrix that satisfies these constraints as the

output.

3 PROPOSED METHOD
3.1 Matrices and Vectors
We first introduce the definition of Joint Degree Matrix (JDM) and

Degree Correlation Matrix (DCM). Joint Degree Matrix,𝐴 is defined

as: a matrix where each entry is the number of edges that have the
respective out-degree and in-degree pattern. Degree Correlation

Matrix 𝐵 is defined as: a matrix where each entry is the number of

nodes that have the respective out-degree and in-degree:

𝐴 = {𝑎𝑖 𝑗 |𝑎𝑖 𝑗 = |{(𝑣1, 𝑣2) ∈ 𝐸 |𝑑𝑜𝑢𝑡𝑣1

= 𝑖, 𝑑𝑖𝑛𝑣2

= 𝑗}|}, (1)

𝐵 = {𝑏𝑖 𝑗 |𝑏𝑖 𝑗 = |{𝑣 ∈ 𝑉 |𝑑𝑜𝑢𝑡𝑣 = 𝑖, 𝑑𝑖𝑛𝑣 = 𝑗}|}. (2)

𝐴 and 𝐵 can be obtained by first looping through all the edges

and calculating the in/out-degrees of each node. Then, we can get

𝐴 and 𝐵 by counting the nodes and edges that have the patterns

described above with another iteration.

Suppose 𝐴 is a matrix of size𝑚 by 𝑛, 𝑟𝑖 and 𝑠 𝑗 are the sum of

row 𝑖 and column 𝑗 of 𝐴: 𝑟𝑖 =
∑𝑛

𝑗=1
𝑎𝑖 𝑗 and 𝑠 𝑗 =

∑𝑚
𝑖=1

𝑎𝑖 𝑗 , where

𝑖 = 1, · · ·𝑚, 𝑗 = 1, · · · , 𝑛. Then 𝜎R (·) and 𝜎C (·) are the row and

column sum functions:

𝜎R (𝐴) = (𝑟1, · · · , 𝑟𝑚), (3)

𝜎C (𝐴) = (𝑠1, · · · , 𝑠𝑛) . (4)

3.2 Sampling Framework
We propose a new graph sampling framework: Construction based

Sampling with Joint Degree Matrix (JDM) and Degree Correlation

Matrix (DCM). In general, this framework utilizes the favorable

property: preserving JDM and DCM can not only guarantee that

in/out-degree distributions will be preserved but also help capture

the degree pairing patterns in edges and nodes and hence capturing

more fundamental graph properties. The process of the framework

is illustrated in Figure 1 below. For a given graph, we first calcu-

late JDM and DCM and then we conduct the sampling process: we

multiply each entry of the matrices by a sample coefficient 𝑘 and

intergerize it with functions such as 𝑓 𝑙𝑜𝑜𝑟 (), 𝑐𝑒𝑖𝑙𝑖𝑛𝑔() or 𝑟𝑜𝑢𝑛𝑑 ().
After that, we use a certain construction method that can build a

graph that approximately satisfies the linearly rescaled JDM and

DCM. Note that the choice of construction method affects the over-

all performance of the algorithm a lot and in different scenarios,

different construction methods may be more preferable because of

the existence of accuracy-efficiency tradeoff.

Large Graph JDM

DCM

Sampled JDM

Sampled DCM

Constructor

Sample Graph

× 𝓀

Figure 1: The process of the Construction based Sampling
with JDM and DCM Framework

3.3 Sampling Algorithm
In this section we introduce one sampling algorithm that adopts

the framework above. This algorithm uses 𝐷2𝐾 as its construction

method, therefore it also includes the process of adjusting JDM to

satisfy the condition of 𝐷2𝐾 . The sampling algorithm takes Joint

Degree Matrix A, Degree Correlation Matrix B and Sample Coeffi-

cient 𝑘 as inputs and constructs a simple direct graph preserving

in/out-degree distributions, joint degree distributions and degree

correlation distribution (latter two are defined in Section 5.1). It

proceeds by first rescales both A and B using 𝑘 . Then by arithmetic

operations it gets the row and column sum vectors r𝛿 and c𝛿 as

well as entry upper bound 𝑝 of the Adjustment Matrix D. After

that, we use 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿 condition to decide if r𝛿 , c𝛿 and 𝑝 are

realizable. If 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿 returns TRUE we use 𝐶𝑂𝑁𝑆𝑇𝑅𝑈𝐶𝑇 to

build such D and add it to linearly-rescaled Joint Degree Matrix A.

Finally, we use 𝐷2𝐾 algorithm to build a simple, directed sample

graph G′ with target Joint Degree Matrix (after modification) A
⊙

and target Degree Correlation Distribution Matrix B
⊙
. Note that

detailed description of 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿, 𝐶𝑂𝑁𝑆𝑇𝑅𝑈𝐶𝑇 and 𝐷2𝐾 can

be found in [4] and [31].

4 SPARSITY OF JDM AND DCM
In the proposed sampling algorithm, we use two matrices fre-

quently: Joint Degree Matrix 𝐴 and Degree Correlation Matrix

𝐵. As mentioned above, these two matrices are always quite sparse.

We illustrate this property by conducting experiments on a vari-

ety of different real-world networks that belong to different cate-

gories and have different sizes. All datasets are from a free public

project called The KONECT Project [14]. The experimental data

are demonstrated in Table 1.
Experimental datasets include five online social networks and

three citation networks with node sizes ranging from 10
3
to 10

7
and

edge sizes ranging from 10
4
to 10

7
. The meaning of each column

is, 𝑁 : the number of nodes, 𝐸: the number of edges, # DCM: the

number non-zero entris in Degree Correlation Matrix, # JDM: the

number of non-zero entris in Joint Degree Matrix, % DCM:
#𝐷𝐶𝑀

𝑁
,

% JDM:
#𝐽 𝐷𝑀

𝐸
.

From the data we can see that % DCM and % JDM are below

30% for all datasets, and as the size of graph grows bigger, these
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Algorithm 1: Sampling Algorithm

input : Joint Degree Matrix A, Degree Correlation Matrix

B, Sample Coefficient 𝑘

output :A simple directed sample graph G′ preserving four

distributions

1 𝐴′ ← {𝑎′
𝑖 𝑗
|𝑎′
𝑖 𝑗

= ⌊ 1

𝑘
𝑎𝑖 𝑗 ⌋,∀𝑎𝑖 𝑗 ∈ A}

2 𝐵′ ← {𝑏 ′
𝑖 𝑗
|𝑏 ′
𝑖 𝑗

= ⌈ 1

𝑘
𝑏𝑖 𝑗 ⌉,∀𝑏𝑖 𝑗 ∈ B}

3 r𝐴′ ← 𝜎R (A′), r𝐵′ ← 𝜎R (B′), c𝐴′ ← 𝜎C (A′),
c𝐵′ ← 𝜎C (B′)

4 for 𝑖 = 1, · · · ,𝑚 do
5 r̃𝐵′ (𝑖) := r(𝑖)

𝐵′ · 𝑖
6 end
7 for 𝑗 = 1, · · · , 𝑛 do
8 c̃𝐵′ ( 𝑗) := c( 𝑗)

𝐵′ · 𝑗
9 end

10 r𝛿 ← r̃𝐵′ − r𝐴′ , c𝛿 ← c̃𝐵′ − c𝐴′
11 L← {𝑙𝑖 𝑗 |𝑙𝑖 𝑗 = r

(𝑖)
𝐵′ · c

( 𝑗)
𝐵′ − 𝑏

′
𝑖 𝑗
,∀𝑏 ′

𝑖 𝑗
∈ 𝐵′}

12 𝑝 := min𝑙𝑖 𝑗 ∈𝐿{𝑙𝑖 𝑗 − 𝑎′𝑖 𝑗 }
13 if 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿(r𝛿 , c𝛿 , 𝑝) == TRUE then
14 𝐷 ← 𝐶𝑂𝑁𝑆𝑇𝑅𝑈𝐶𝑇 (r𝛿 , c𝛿 , 𝑝)
15 else
16 return FALSE
17 end
18 A

⊙ ← A
′ + D, B

⊙ ← B
′

19 G′(V ′, E ′) ← 𝐷2𝐾 (A⊙, B⊙)
20 return G′

percentages tend to drop. For datasets that have a node size larger

than 10
6
, the percentages are around 1%. This observation shows

that JDM and DCM are usually quite sparse and the number of

non-zero entries in them are quite small compared to the size of

nodes and edges, especially when the graph size exceeds certain

threshold.

5 PROOF OF VALIDITY
5.1 Notations
First, we introduce some notations that will be used in the following

sections. V = {𝑣𝑖 } is the set of vertices. E ⊆ {(𝑣1, 𝑣2) | (𝑣1, 𝑣2) ∈
V2, 𝑣1 ≠ 𝑣2} denotes the directed edge set where each element

belongs to the Cartesian square of setV . (𝑣1, 𝑣2) represents an edge
that is pointing from 𝑣1 to 𝑣2. |V| and |E | are number of vertices

and edges in the graph. We define 𝑉𝑘,𝑝 = {𝑣 ∈ V|𝑑𝑝𝑣 = 𝑘} ⊂ V ,

𝑝 ∈ {𝑖𝑛, 𝑜𝑢𝑡} as a vertices subset ofV , where all vertices’ in-degree

(or out-degree, depends on the value of 𝑝) equals to k. For example,

𝑉1,𝑖𝑛 denotes the subset of nodes with in-degree 1. Note that in

order to avoid confusion we doesn’t use 𝑁 and 𝐸 to represent the

vertices and edges number in section 5 and 6.

We denote 𝑃 (𝑘, 𝑝) = |𝑉𝑘,𝑝 ||V | where 𝑘 = 0, 1, 2, · · · ; 𝑝 ∈ {𝑖𝑛, 𝑜𝑢𝑡}
as the degree distribution, which equals to the fraction of nodes

with certain in-degree (or out-degree). So, 𝑃 (𝑘, 𝑖𝑛) is the in-degree
distribution and 𝑃 (𝑘, 𝑜𝑢𝑡) is the out-degree distribution. For

example, 𝑃 (1, 𝑖𝑛) = |𝑉1,𝑖𝑛 |
|V | denotes for the fraction of nodes with

in-degree 1.

Furthermore, we define 𝑃 (𝑖, 𝑗) =
| {𝑣∈V |𝑑𝑜𝑢𝑡𝑣 =𝑖,𝑑𝑖𝑛𝑣 =𝑗 } |

|V | , 𝑖, 𝑗 =

0, 1, 2, · · · as the degree correlation distribution, which equals

to the fraction of nodes having certain out-degree and in-degree.

Given a pair of nodes 𝑣𝑖 and 𝑣 𝑗 that are connected, we denotes

𝑃 (𝑖, 𝑗) = | { (𝑣1,𝑣2) ∈E |𝑑𝑜𝑢𝑡𝑣
1

=𝑖,𝑑𝑖𝑛𝑣
2

=𝑗 } |
|E | as their joint degree distribu-

tion.

5.2 Consistency
In this section we will prove the following important fact:

• If the 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿 checking gives us TRUE, the condition
of 𝐷2𝐾 will be automatically satisfied.

In [31], Balint Tillman et al. give the condition for target JDM:

A
⊙
and target DCM: B

⊙
to be realizable(i.e. graphical). We give the

equivalent D2K CONDITION, which is a modified version from

their original condition to match the changes of definition and

notation in this paper.

Theorem 5.1 (D2K CONDITION). Let A
⊙ be the joint degree

matrix, B
⊙ be the degree correlation matrix both of size 𝑚 by 𝑛.

There is a graph G satisfying B = B
⊙ and A = A

⊙ if and only if
∀𝑖 = 1, · · · ,𝑚; 𝑗 = 1, · · · , 𝑛,

|𝑉𝑖,𝑜𝑢𝑡 | =
∑︁
𝑗

𝑎⊙
𝑖 𝑗

𝑖
=
∑︁
𝑗

𝑏⊙𝑖 𝑗 , (5)

|𝑉𝑗,𝑖𝑛 | =
∑︁
𝑖

𝑎⊙
𝑖 𝑗

𝑗
=
∑︁
𝑖

𝑏⊙𝑖 𝑗 . (6)

𝑎⊙𝑖 𝑗 + 𝑏
⊙
𝑖 𝑗 ≤ |𝑉𝑖,𝑜𝑢𝑡 | · |𝑉𝑗,𝑖𝑛 |, (7)

We show that the D2K CONDITION will be automatically satis-

fied by the process of our sampling algorithm if𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿 gives

TRUE.
Next, we divide the task into two lemmas and provide proofs for

each of them.

Lemma 5.2 (Condition 1 and 2). If 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿(r𝛿 , c𝛿 , 𝑝) ==
TRUE, by following the steps of Algorithm 1, the first and second
D2K CONDITION will be satisfied.

Proof. Equation (5) and (6) are equivalent to the following iden-

tity: ∑︁
𝑗

𝑎⊙𝑖 𝑗 = 𝑖 ·
∑︁
𝑗

𝑏⊙𝑖 𝑗 (8)∑︁
𝑖

𝑎⊙𝑖 𝑗 = 𝑗 ·
∑︁
𝑖

𝑏⊙𝑖 𝑗 (9)

Without loss of generality, we only need to show (8) holds for

an arbitrary choice of 𝑖 and 𝑗 . Note that we have:

𝑎⊙𝑖 𝑗 = 𝑎
′
𝑖 𝑗 + 𝑑𝑖 𝑗 , 𝑏

⊙
𝑖 𝑗 = 𝑏

′
𝑖 𝑗

∴ (8) ←→
∑︁
𝑗

𝑎′𝑖 𝑗 +
∑︁
𝑗

𝑑𝑖 𝑗 = 𝑖 ·
∑︁
𝑗

𝑏 ′𝑖 𝑗 (10)

According to Algorithm 1, (10) is equivalent to:

r(𝑖)
𝐴′ + r

(𝑖)
𝛿

= 𝑖 · r(𝑖)
𝐵′ (11)
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Category Name N E # DCM # JDM % DCM % JDM

Online Social Networks

FilmTrust trust 874 1853 102 413 11.67% 22.29%

CiaoDVD trust 4658 40133 834 11127 17.90% 27.73%

Epinions 75879 508837 4398 96382 5.80% 18.94%

Twitter (ICWSM) 465017 834797 1172 25501 0.25% 3.05%

Youtube links 1138499 4942297 8859 322950 0.78% 6.53%

Citation Networks

DBLP 12590 49759 769 5201 6.11% 10.45%

arXiv hep-ph 34546 421578 3925 28106 11.36% 6.67%

CiteSeer 384413 1751463 4030 27399 1.05% 1.56%

Table 1: The Number of non-negative entries in JDM and DCM compared to the number of edges and nodes in real-world
networks

∵ r(𝑖)
𝛿

= r̃(𝑖)
𝐵′ − r

(𝑖)
𝐴′ = 𝑖 · r

(𝑖)
𝐵′ − r

(𝑖)
𝐴′

∴ r(𝑖)
𝐴′ + r

(𝑖)
𝛿

= r(𝑖)
𝐴′ + 𝑖 · r

(𝑖)
𝐵′ − r

(𝑖)
𝐴′ = 𝑖 · r

(𝑖)
𝐵′ (12)

This completes the proof of LEMMA 5.2

□

Lemma 5.3 (Condition 3). If 𝐺𝑅𝐴𝑃𝐻𝐼𝐶𝐴𝐿(r𝛿 , c𝛿 , 𝑝) == TRUE,
following the steps of Algorithm 1, the third D2K CONDITION will
be satisfied.

Proof. From the proof of LEMMA 5.2, we know that:

∵ |𝑉𝑖,𝑜𝑢𝑡 | · |𝑉𝑗,𝑖𝑛 | = 𝑖 𝑗 ·
∑︁
𝑗

𝑏⊙𝑖 𝑗 ·
∑︁
𝑖

𝑏⊙𝑖 𝑗 = 𝑖 𝑗 ·
∑︁
𝑗

𝑏 ′𝑖 𝑗 ·
∑︁
𝑖

𝑏 ′𝑖 𝑗

and

𝑎⊙𝑖 𝑗 + 𝑏
⊙
𝑖 𝑗 = 𝑎

′
𝑖 𝑗 + 𝑑𝑖 𝑗 + 𝑏

′
𝑖 𝑗

Thus, (7) is equivalent to:

𝑑𝑖 𝑗 ≤ 𝑖 𝑗 ·
∑︁
𝑗

𝑏 ′𝑖 𝑗 ·
∑︁
𝑖

𝑏 ′𝑖 𝑗 − 𝑏
′
𝑖 𝑗 − 𝑎

′
𝑖 𝑗 = 𝑙𝑖 𝑗 − 𝑎

′
𝑖 𝑗 (13)

According to algorithm 𝐶𝑂𝑁𝑆𝑇𝑅𝑈𝐶𝑇 , we have

𝑑𝑖 𝑗 ≤ 𝑝 = min𝑙𝑖 𝑗 ∈𝐿{𝑙𝑖 𝑗 − 𝑎
′
𝑖 𝑗 }

∴ 𝑑𝑖 𝑗 ≤ 𝑙𝑖 𝑗 − 𝑎′𝑖 𝑗 ,∀𝑙𝑖 𝑗 ∈ 𝐿
This completes the proof for LEMMA 5.3

□

5.3 Preserving Distributions
In this section we show that the sample graph has the same in/out-
degree distribution and the same degree correlation distri-
bution as the original graph G, i.e. 𝑃 (𝑘, 𝑖𝑛), 𝑃 (𝑘, 𝑜𝑢𝑡) and 𝑃 (𝑖, 𝑗).
Additionally, we will also show that the joint degree distribution

𝑃 ′(𝑖, 𝑗) of sample graph will also be similar to the joint degree dis-

tribution 𝑃 (𝑖, 𝑗) of the original graph with an upper bound that will

be studied in Section 6.

We construct two important variable ˚𝑎𝑖 𝑗 and ˚𝑏𝑖 𝑗 as below:

˚𝑎𝑖 𝑗 =
1

𝑘
𝑎𝑖 𝑗 , ˚𝑏𝑖 𝑗 =

1

𝑘
𝑏𝑖 𝑗 . (14)

By definition of 𝑎′
𝑖 𝑗
and 𝑏 ′

𝑖 𝑗
we have:

𝑎′𝑖 𝑗 = ⌊
1

𝑘
𝑎𝑖 𝑗 ⌋ = ⌊ ˚𝑎𝑖 𝑗 ⌋, 𝑏 ′𝑖 𝑗 = ⌈

1

𝑘
𝑏𝑖 𝑗 ⌉ = ⌈ ˚𝑏𝑖 𝑗 ⌉ (15)

We get two important inequalities:

˚𝑎𝑖 𝑗 − 1 < 𝑎′𝑖 𝑗 ≤ ˚𝑎𝑖 𝑗 , ˚𝑏𝑖 𝑗 ≤ 𝑏 ′𝑖 𝑗 < ˚𝑏𝑖 𝑗 + 1 (16)

Firstly, we show that the degree correlation distribution is preserved.

From the definition of 𝑃 (𝑖, 𝑗) and Degree Correlation Matrix (DCM)

𝐵 we have:

𝑃 (𝑖, 𝑗) = |{𝑣 ∈ 𝑉 |𝑑
𝑜𝑢𝑡
𝑣 = 𝑖, 𝑑𝑖𝑛𝑣 = 𝑗}|
|𝑉 | =

𝑏𝑖 𝑗∑
𝑖, 𝑗 𝑏𝑖 𝑗

=

1

𝑘
𝑏𝑖 𝑗

1

𝑘

∑
𝑖, 𝑗 𝑏𝑖 𝑗

(17)

From step 18 in Algorithm 1 we have:

𝑎⊙𝑖 𝑗 = 𝑎
′
𝑖 𝑗 + 𝑑𝑖 𝑗 , 𝑏

⊙
𝑖 𝑗 = 𝑏

′
𝑖 𝑗 (18)

By (8), (9), (14) and (15):

𝑃 (𝑖, 𝑗) =
1

𝑘
𝑏𝑖 𝑗

1

𝑘

∑
𝑖, 𝑗 𝑏𝑖 𝑗

=
˚𝑏𝑖 𝑗∑

𝑖, 𝑗
˚𝑏𝑖 𝑗

≈
𝑏 ′
𝑖 𝑗∑

𝑖, 𝑗 𝑏
′
𝑖 𝑗

=
𝑏⊙
𝑖 𝑗∑

𝑖, 𝑗 𝑏
⊙
𝑖 𝑗

= 𝑃⊙ (𝑖, 𝑗)

Thus the sample graph G′ has the same degree correlation dis-

tribution and the only deviation is from the Integerization process.

This deviation is quantified in Section 6.

Note that 𝑃 (𝑖, 𝑗) is the joint probability mass function of 𝑃 (𝑘, 𝑖𝑛)
and 𝑃 (𝑘, 𝑜𝑢𝑡):

𝑃 (𝑘, 𝑖𝑛) = 𝑃 (·, 𝑘) =
∑︁
𝑖

𝑃 (𝑖, 𝑘); 𝑃 (𝑘, 𝑜𝑢𝑡) = 𝑃 (𝑘, ·) =
∑︁
𝑗

𝑃 (𝑘, 𝑗) .

Therefore the sample graph G′ will automatically also preserve

the in/out-degree distribution of the original graph when the degree

correlation distribution is preserved.

From the definitions of joint degree distribution and Joint Degree

Matrix (JDM), we have the following observation:

𝑃 (𝑖, 𝑗) =
|{(𝑣1, 𝑣2) ∈ 𝐸 |𝑑𝑜𝑢𝑡𝑣1

= 𝑖, 𝑑𝑖𝑛𝑣2

= 𝑗}|
|𝐸 | =

𝑎𝑖 𝑗∑
𝑖, 𝑗 𝑎𝑖 𝑗

. (19)

Because of (8), (14) and (15) , similarly, we have

𝑃 (𝑖, 𝑗) =
𝑎𝑖 𝑗∑
𝑖, 𝑗 𝑎𝑖 𝑗

=

1

𝑘
𝑎𝑖 𝑗∑

𝑖, 𝑗
1

𝑘
𝑎𝑖 𝑗

=
˚𝑎𝑖 𝑗∑

𝑖, 𝑗 ˚𝑎𝑖 𝑗
≈

𝑎′
𝑖 𝑗∑

𝑖, 𝑗 𝑎
′
𝑖 𝑗

.

Because 𝑎⊙
𝑖 𝑗

= 𝑎′
𝑖 𝑗
+ 𝑑𝑖 𝑗 , the joint degree distribution of sample

graph 𝑃⊙ (𝑖, 𝑗) =
𝑎⊙
𝑖 𝑗∑

𝑖,𝑗 𝑎
⊙
𝑖 𝑗

is similar but different from the joint

degree distribution of the original graph

𝑎′𝑖 𝑗∑
𝑖,𝑗 𝑎

′
𝑖 𝑗

. In next section, we

will show that the deviation caused by 𝑑𝑖 𝑗 also has an upper bound.

6 DEVIATION ANALYSIS
In this section, we attempt to quantify the deviations of degree

distributions by giving an upper bound for them.
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6.1 Integerization Deviation
From (16), we can derive the following inequalities:

[Deviation]
˚𝑏𝑖 𝑗∑

𝑖, 𝑗
˚𝑏𝑖 𝑗 +𝑚𝑛 − 1

<
𝑏 ′
𝑖 𝑗∑

𝑖, 𝑗 𝑏
′
𝑖 𝑗

<
˚𝑏𝑖 𝑗 + 1∑

𝑖, 𝑗
˚𝑏𝑖 𝑗 + 1

(20)

and

[Deviation]
˚𝑎𝑖 𝑗 − 1∑

𝑖, 𝑗 ˚𝑎𝑖 𝑗 − 1

<
𝑎′
𝑖 𝑗∑

𝑖, 𝑗 𝑎
′
𝑖 𝑗

<
˚𝑎𝑖 𝑗∑

𝑖, 𝑗 ˚𝑎𝑖 𝑗 −𝑚𝑛 + 1

(21)

where𝑚 is the number of rows and 𝑛 is the number of columns.

From Algorithm 1 we know that 𝑏⊙
𝑖 𝑗

= 𝑏 ′
𝑖 𝑗
. Thus (20) quantifies

the deviation brought by Integerization for degree correlation dis-

tribution 𝑃⊙ (𝑖, 𝑗).
˚𝑏𝑖 𝑗∑

𝑖, 𝑗
˚𝑏𝑖 𝑗 +𝑚𝑛 − 1

<
𝑏⊙
𝑖 𝑗∑

𝑖, 𝑗 𝑏
⊙
𝑖 𝑗

= 𝑃⊙ (𝑖, 𝑗) <
˚𝑏𝑖 𝑗 + 1∑

𝑖, 𝑗
˚𝑏𝑖 𝑗 + 1

(22)

From Algorithm 1 we know that 𝑎⊙
𝑖 𝑗

= 𝑎′
𝑖 𝑗
+ 𝑑𝑖 𝑗 . Therefore, for

joint degree distribution 𝑃⊙ (𝑖, 𝑗), however, we still need to con-

sider the change in value brought by 𝑑𝑖 𝑗 . We know from algorithm

CONSTRUCT that 0 ≤ 𝑑𝑖 𝑗 ≤ 𝑝
𝑎′
𝑖 𝑗∑

𝑖, 𝑗 𝑎
′
𝑖 𝑗
+𝑚𝑛𝑝 − 𝑝 <

𝑎′
𝑖 𝑗
+ 𝑑𝑖 𝑗∑

𝑖, 𝑗 𝑎
′
𝑖 𝑗
+∑𝑖, 𝑗 𝑑𝑖, 𝑗

=
𝑎⊙
𝑖 𝑗∑

𝑖, 𝑗 𝑎
⊙
𝑖 𝑗

<
𝑎′
𝑖 𝑗
+ 𝑝∑

𝑖, 𝑗 𝑎
′
𝑖 𝑗
+ 𝑝

Combining the above inequalities with (21), we have:

˚𝑎𝑖 𝑗 − 1∑
𝑖, 𝑗 ˚𝑎𝑖 𝑗 +𝑚𝑛𝑝 − 𝑝 − 1

<
𝑎⊙
𝑖 𝑗∑

𝑖, 𝑗 𝑎
⊙
𝑖 𝑗

= 𝑃⊙ (𝑖, 𝑗) <
˚𝑎𝑖 𝑗 + 𝑝∑

𝑖, 𝑗 ˚𝑎𝑖 𝑗 + 𝑝 −𝑚𝑛 + 1

(23)

This quantifies the deviation of 𝑃⊙ (𝑖, 𝑗) from 𝑃 (𝑖, 𝑗).

6.2 Effects of Sparsity
Moreover, if we take the sparsity of the graph into account, we

can get a more accurate bound of deviation. This is because the

deviation of Intergerization does not happen to those entries that

are zero in original matrices (𝑎′
𝑖 𝑗

= ˚𝑎𝑖 𝑗 ,∀𝑎𝑖 𝑗 = 0, 𝑏 ′
𝑖 𝑗

= ˚𝑏𝑖 𝑗 ,∀𝑏𝑖 𝑗 = 0).

Hence, the sparsity of the original JDM and DCMwill directly affect

the deviation from Intergerization.

We define the sparsity coefficient of row 𝑖 in matrix 𝐴𝑚×𝑛 as:

𝑠𝐴R (𝑖) =
𝐼 ( 𝑗 ∈{1,· · · ,𝑛})𝑎𝑖 𝑗 = 0

𝑛
.

Similarly the sparsity coefficient of column 𝑗 in matrix 𝐴𝑚×𝑛 is:

𝑠𝐴C ( 𝑗) =
𝐼 (𝑖∈{1,· · · ,𝑚})𝑎𝑖 𝑗 = 0

𝑚
.

𝐼 is the indicator function. Note that greater the sparsity coefficient

is, more sparse that line/column will be (i.e. the fraction of 0 in that

line/column). Using the definition of sparsity coefficient, we can

refine the qualification inequalities (20), (23) as:

˚𝑏𝑖 𝑗∑
𝑖, 𝑗

˚𝑏𝑖 𝑗 +𝑚′𝐵 · 𝑛
′
𝐵
− 1

< 𝑃⊙ (𝑖, 𝑗) <
˚𝑏𝑖 𝑗 + 1∑

𝑖, 𝑗
˚𝑏𝑖 𝑗 + 1

, (24)

and

˚𝑎𝑖 𝑗 − 1∑
𝑖, 𝑗 ˚𝑎𝑖 𝑗 +𝑚′𝐴𝑛

′
𝐴
𝑝 − 𝑝 − 1

< 𝑃⊙ (𝑖, 𝑗) <
˚𝑎𝑖 𝑗 + 𝑝∑

𝑖, 𝑗 ˚𝑎𝑖 𝑗 + 𝑝 −𝑚′𝐴𝑛
′
𝐴
+ 1

,

(25)

where𝑚′
𝐴
=𝑚 · (1−𝑠𝐴C ( 𝑗)),𝑛

′
𝐴
= 𝑛 · (1−𝑠𝐴R (𝑖)),𝑚

′
𝐵
=𝑚 · (1−𝑠𝐵C ( 𝑗)),

𝑛′
𝐵
=𝑚 · (1 − 𝑠𝐵R (𝑖)).
Note that greater the sparsity coefficient, smaller the deviation

of both 𝑃⊙ (𝑖, 𝑗) from 𝑃 (𝑖, 𝑗) and 𝑃⊙ (𝑖, 𝑗) from 𝑃 (𝑖, 𝑗). This property
has strong realistic meaning because we show in section 4 that JDM

and DCM are always quite sparse and they tend to get more sparse

as the size of the graph increases. Therefore the real performance of

the sampling algorithm proposed in this paper will be better than

the range presented in Section 6.1.

7 CONCLUSIONS
We propose a new sampling framework that is efficient and is able to

preserve important graph properties. Based on this framework we

provide a new sampling algorithm using D2K construction method.

We prove that this algorithm can preserve in/out-degree distribu-

tions, joint degree distributions and degree correlation distributions.

We also analyze the effects of the JDM, DCM sparsity on deviation

of degree distributions and provide upper bounds that are modi-

fied with sparsity coefficients for deviations. Additionally, we use

experiments to show that JDM and DCM of real-world graphs are

always sparse, which lends credence to the belief that the proposed

sampling algorithm will have a better-than-theory performance on

real-life large directed networks. Finally, it is worth pointing out

that by utilizingmore efficient construction algorithms the potential

of the framework may be more thoroughly realized. Hence, future

work on finding faster and more accurate construction algorithms

with JDM and DCM is worth conducting.
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